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Traditional Methods vs. Machine Learning
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What we learn…
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• Run-off triangles (Chain-Ladder, Fisher-Lange, Mack, etc.)

– Easy to adapt to different branches

– Easy to enhance for different purposes

– Easy to visualize

– No computational cost

• Regression methods (Gamma, Pareto, EVT, etc.)

– Nicely represented by parameters

– BLUE, the best you can do

– Neither underfitting nor overfitting

– Easy to communicate



What we experience…
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• Run-off triangles (Chain-Ladder, Fisher-Lange, Mack, etc.)

– Easy to adapt to different branches as long as the related portfolios are homogenous enough

– Easy to enhance for different purposes as long as you accept to ignore many potential predictors 

– Easy to visualize as long as closing delay and accident year are the only dimensions

– No computational cost as long as it is a problem (is it nowadays?!)

• Regression methods (Gamma, Pareto, EVT, etc.)

– Nicely represented by parameters but non-parametric components might be significant

– BLUE, the best you can do but from a variance-perspective only

– Neither underfitting nor overfitting but heavy tails and clusters are poorly represented

– Easy to communicate but what are you actually communicating?!



What we need…
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Machine 
Learning

Data 
Exploitation

Full 
Flexibility

Real-Time 
Evaluations

Unified 
Approaches

Model 
Integration

Predictive 
Power



Australian Bodily Injury Data: a case study
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The database
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• Public data from the R package CASdatasets

• 22.036 settled personal injury insurance claims in Australia

• Accidents occurring from July 1989 to January 1999

• No zero claims reported

• Raw features:

– Claim timeline: accident date, reporting date, closing date

– Injury severity per injured person (up to five) 

– Legal representation (1/0)

– Aggregated claim amount after closing

• Derived features: reporting delay, closing delay, overall injury score



Assumptions
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• All the information is known at reporting date

• All the claim cash-flows are paid at closing date 
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• All the information is known at reporting date

• All the claim cash-flows are paid at closing date 

• Training/validation records are filtered to include 

– reporting year 1993-1996 

– closing delay 0-3

• Test records are filtered to include

– reporting year 1997 and 1998 

– closing delay 0-2 and 0-1

• Remaining data are ignored for modelling reasons



Closing Delay Estimation
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How long will it take to pay the claim amount?
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Categorical target 

variable (0-3 years)

Multinomial Regression

Naïve Bayes

Nearest Neighbours

Classification Tree

based on a GLM with the canonical link 

function for multinomial-distributed variables

based on the Bayes Theorem assuming

independence among predictors

based on the k nearest records 

according to the Euclidean distance

based on recursive partitioning for training 

and backward pruning for validation



Multinomial Regression
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 𝑦𝑖 = 𝐸 𝑦𝑖 = 𝑔𝑀
−1 𝛽0 +  

𝑗
𝛽𝑗𝑥𝑖𝑗



Naïve Bayes
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 𝑝𝑖(∆𝑖= 𝑘) =
𝑃(∆𝑖= 𝑘)  𝑗=1

𝑛 𝑃(𝑥𝑗 = 𝑥𝑖𝑗|∆𝑖= 𝑘)

 ℎ=0
3 𝑃(∆𝑖= ℎ)  𝑗=1
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Nearest Neighbours
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Classification Tree
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Classification Tree
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Claim Amount Prediction
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How much will it take to pay the claim amount?
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Numerical target 

variable ($ amount)

Gamma Regression

Regression Tree

Neural Network

based on a GLM with the canonical link 

function for gamma-distributed variables

based on recursive partitioning for training 

and backward pruning for validation

based on back propagation and

arctangent as activation function



Gamma Regression
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 𝑦𝑖 = 𝐸 𝑦𝑖 = 𝑔𝛤
−1 𝛽0 +  

𝑗
𝛽𝑗𝑥𝑖𝑗



Regression Tree
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Neural Network
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Results

21 September 2018 27



Results

21 September 2018 28



Reserve Evaluation
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The model
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 𝑅𝑖 =  

𝑘=0

3

 𝑝𝑖(∆𝑖= 𝑘)  𝐶∆𝑖=𝑘

Multinomial Regression

Naïve Bayes

Nearest Neighbours

Classification Tree

Gamma Regression

Regression Tree

Neural Network



Results – reporting years 1993 and 1994

21 September 2018 31



Results – reporting years 1995 and 1996
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Results – overall
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Limitations
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• Because of limited data, we could not compare our individual claim reserve estimation

to triangle-based reserve estimations, although this would have been of scarce

usefulness as our data shows too little homogeneity.

• Most of machine learning methods do not allow for estimation of data that is not well

represented in the dataset, for instance, claims paid later than three years.

• The reserve estimated in this study is the RBNYS only, although the IBNYR reserve

might be material for some branches. Our data is insufficient to estimate the latter, but

the model could be easily adapted for that as long as right data is provided.



Conclusions
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• While the closing delay estimation is just slightly better than that based on prior

probabilities regardless of the machine learning technique used, the claim amount

prediction is not only relevant but even significantly better than that from the GLM

based on the gamma distribution and its canonical link function (which is a very

common choice in the actuarial practice).

• For sake of brevity, part of our analysis was not included in this presentation, that is,

the results on the test dataset (reporting years 1997-1998) as well as the prediction of

zero-claims and large claims.

• The references to the full study are reported in the next slide.
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The views expressed in this presentation are those of invited contributors and not necessarily those of the IFoA. The IFoA do not endorse any of the views 

stated, nor any claims or representations made in this presentation and accept no responsibility or liability to any person for loss or damage suffered as a 

consequence of their placing reliance upon any view, claim or representation made in this presentation. 

The information and expressions of opinion contained in this publication are not intended to be a comprehensive study, nor to provide actuarial advice or advice 

of any nature and should not be treated as a substitute for specific advice concerning individual situations. On no account may any part of this presentation be 
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