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Summary

This paper is a discussion of dsta warchousing with an emphasis on actuarial
and business approaches. The main section is an introduction to the concepts
of warehousing and its business implications. The benefits and risks are
discussed, along with the practical issues of siructuring a warchousing project.
Some guidelines for & successfizl warshouging project are suggested. To give
some perspective, there is a short appendix with the history of one company’s
warchousing profect.

A fusther three appendices are provided to give a full technical discussion of
the IT issues in warchousing. These cover data models, some examples of
these applied to retail and insurance, and 2 discussion of user tools. A number
of warehouse projects faii because of inappropriate choices of data models and
user tools. These appendices, although techmical, are intended to provide
insight inte why these failures oocur.

The views expressad in this paper are those of the working party as a whole
and de niot necessarily reflect the views of any one individual or any
organisation with which any mermber has been associated. Whilst the working
party has used its best endeavours to ensure accuracy, ary person or
organisation using 1his paper to make decisions should check the accuracy
themselves and seek their own professional advice.
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0. Introduction

The imtroduction of computers into many indusiries enabled fhe storage of
large quantities of data. As both hardware and software have developed it has
become less costly to analyse this data and to pit i to consfructive use. The
nuniber of uses to which data is put has grown markedly, which has ied many
companies to re-visit the manner i which their data is stored, retrieved and
analysed. K was the users’ peed for up-te-date, accurate data which has
instigated this business process re-emgineering, and dafa warehousing has
provided a possible solution.

1. Theory

L.t What is a data warchouse?

Data warehouses have a variety of definitions, since they are often put to
different uses, and therefore have different structures, and employ different
methods, in differens indusiries. Two such definitions are given below,

“A database designted specifically to provide data supporting decision making,
8s opposed to one used fo ruo a busipess. Data comes from standard
operational systerns, but is checked, ¢leaned and reformatted to allow easier
analysis by business users”

“A store of iniegrated information, available for queries and analysis.
Data/information is extracted fom heterogeneous sources 25 it is generated,
By placing datz from different sources in ome place, it makes it easier and
more efficient to query the data”

More generally, a data warehouwse is a database which s regularly updated. 1t
is fed from, but is separate from, 8 company’s operational systems. The main
purpose of the data warchouse is as 2 source of data for analysis parposes, and
to enable the provision of managernent information. The warehouse may
reside on 5 PC, a mjd-range computer or a mainframe,

The data iy made available to many levels of users, from inputting clerks to
senior executives. Since data warshouses commonly hold vast guantiies of
data, with each item having many different parameters aod levels within esch
pammeter, users query the information held in the warehouse using software
designed specifically for this task. These business tools can give quick aud
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accnrate analysis, and can be constructed in such s way as to enable all users,
whatever their level of computer literacy, to eastly access the data,

Data warehouses, as well as helping to improve data systems, are often quoted
as leading to tangible firancial gains. For instance, Capital One Financial
Services (a credit card company), claim that its warehouse strategy produced
customer growth of more than 40% in 1995-97, compared with around 27%
for its nearest rival, Certaindy, in the case of retailers, data warshouses have
allowed businesses to extend and improve the information they have on their
customers’ purchasing habits. This, in twrn, allows them to maximise their
revenues and profits,

However, there are many pitfalls in comrectly establishing a data warehouse.
Many options in terms of size and simicture of warehouse are available and
unless they are chosen comectly to match the business neads, the warshouse
may not succeed, Recent surveys support this, showing that 60% of the 65%
of large European companies adopting data warehousing strategies found that
the project fadled or did not meet their requirements.

1.2 Whydo Ineed one, and why is it different to existing systems?

The main drivers for implementing a data warchouse are user demand,
changes in the business enviropment and technology availability. Users’
demand for more accessible, up-to-date information, comparnies’ requirement
to react more quickly to external changes and technology improvements have
all contributed to making data warehousing a viable option for many
COmpanies.

Many individual reasons are put forward as to why companies should estahlish
data warehouses: usnally by those who axe selling the concept. There are,
however, many reasons which will be common to many industries,

s Inconsistent internal data systems

Many companies will have IT systems which have been developed pisce-meal
as {he company has expanded. This cant mean that different svstems hold the
same records in different ways or formats, making it difficelt to integrate the
different systems and provide an overall picture of the business. Similarly,
users in different areas (using diffevent systems) may proditce similar reports
showing different results. A data warehouse cap provide an integrated, data-
cleansed, consistent source of information that should avoid such problems.
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» Legacy sysiems

As the millennivm approaches, wholesale review of existing IT systems is
occurring. ‘This work often reveals that the existing (legacy) systems,
sometimes developed tens of yemrs ago, are either incorrect or are incomplets,
Establishing a data warchouse gives developers a clean slate, allowing
correction of such crrors. AMNernatively, the warehomse may be used to
consolidate various legacy systems, ensuring that company-wide data sources
are consistent.

+ Dver-reliance on IT support depariments

Traditional IT systems produce outputs either on demand or regularly which
usually require assistagce from IT suppori staff, since the users who need the
information to make business decisions do not have the technicat knowledge
regitired to run or maintain the requests. Data warehouses are constructed and
accessed in such a way that users with Hitle or po IT knowledge can easily and
quickly obtain the information they require. Cutting out the IT suppon
requirement should enable decision-makers to assess information and react to
changes more spesdily,

» Customer knowledge

Increasingly, companies i all sorts of areas are keen to extract as much
information as possible about their existing customers, enabling the effect of
fature marketing or product launches, for example, to be maximised.
Traditional IT systems are uatikely to be able to cope easily with this sort of
datz linking, but a data warchouse can easily cope with such data mining
concepls.

Alfso, since data warchouses usvally have a faitly open stucture {in that their
future development is not restricted), it may be easier to bolt on external data
sources (for instance, market information or census data) to ephance customer
knowledge.

1.3 Why might a warchouse be unsuitable?

A balanced argument should also include a discussion of areas or situations
where a data warehousing approach is not suitable, or more specifically, the
reasons why a data warehouse may not achieve maxiroun resuits.



» Poor set-up

Essentially, any daia system is only as good as its design. In the case of date
warchousing, the system is not usually designed to do one particular task, e.g.
count stock or produce trial profit/loss accounts. Since it should permit wide-
ranging queries of data, system design is potentially even mote impottant. If
the database is constructed in such a way that such queries are limited, the data
warchouse will be of liitle or no use.

# Lack of education

Some organisations’ cultwre will not suit the data warchousing system
spproach, since it relies on the users being more pro-active than in the
traditional systerns enviromment For instance, some organisations do mot
encourage individuals to generate their owa queries. This is one of the key
ideas of data warehouse access. Individuals must be encouraged to gemerate
their own queries, both ad-hoc and regulatly. The use of OLAP tools and
sufficient re-education means that users do not have fo become IT experts, but
they must move away from the culture of IT reports being delivered. If this
does not happen or cannot happen due to the organisation’s structure, then the
hest data warehouse in the world may become wnused and end up as a costly
white elephant.

+ Impaticnce

Data warehousing is a young concept in IT, and therefore still has a relatively
Iong development span. [t will also require a substantial investment in
maintenance, partictlarly if the gystem is takem up by users and usage
inicreases gignificantly. Organisations must realise that this sort of system is
not & short-tern fix, but a permanent change in systems approach, which may
need a lot of time and money expended before tangible benefits appear.
Sterting & deta warchouse only 1o drop it a few years later wounld be 2 very
expensive waste of money.

Note that many of these reasons are a comsequence of madequate or
inappropriate design, as opposed to the data warehousing concept being of
tittle use. Due to the high cost of developing such a system, it is vital that any
organisation foliowing the data warehousing path is clear inm terms of its
objectives, and in the way it is to achieve these ohjectives.

Deveioping a warchouse that is to be used as the data source for 2
comprehensive information system may be a lang process, particularly if the
company has little experience of the work involved. The delay in getting the



datz to the users means that it mey be difficult to maintain the momentum of
the project, and to retain the continued co-operation of all the departments
involved.

An alternative to attempting to build the complete warchouse in one stage is o
develop a data mart which fulfils the needs of a particular department. If
successful, this may help in maintaining other departmenis’ interest in the
project. The exercise may also be used as a leamning axercise for the IT
department.  Additional data marts can be developed to meet the needs of
other departments, snd then the main data warehouse muy be constructed by
linking the information in each of the data marts, This “think big, start small”
approach means that the project may also deliver business benefits i a much
shorter time.

1.4  How is a warchouse different to existing systems?

Many managers, perhaps now convinced that a data warchouse is a worthwhile
project, may not be convinced that they do not already have such a system in
place. However, there are some key differences betweesn 8 data warshouse and
a traditional IT systern that is used for decision support.

» [Integration of data

Data wershouses are not process oriented, e.g. F&A claims file, Motor policy
file, as in a traditional IT environment, but are subject oriented, e.g. cusiomer,
sales outlet, product ete. Al data that comes from process-specific operational
sources is integrated before entering the warehouse, so that queries can be
easily performed.

e Time simnping

All data in the warehouse was current at some point in time, but many records
are held which are now historical, imlike some operational systems which only
hold current data. Practical differences are

~ The data warchouse helds ots of old data: say 10 to 15 years, as opposed
to the most recent snapshot in an operational dstabase,

— The ttme-stamp of each record in a warchouse is a key element of its
structure.

— Transaction data in the warchouse should not be updated: though it can be
replaced by e more recent snapshot Transactions themselves are not



overwritten: or deleted, but mimy observations of thefr amounts, volumes
or other quantities may be held as the warehouse is updated over time.

» Scparate entity

In all cases, a data warchouse is a completely separate entity o the systemas
that feed it, and usually the warchouse and its users cammot write back to the
operational systems. Changing the operational gystems should pose fewer
problems. X shonld be possible to modify the structure of the warehouse to
accomimodate the new system. The data from the old system may then be re-
coded to fit in with the new warehouse structure, where needed.

Since it is separate, the warchouse nmst be updated on a regular basis, anlike
operational systems which will be real time. Provided the warehouse is
updated frequently enough this does not cause problems and can actually be an
advantage, Users requiting decision support can query the warchonse at will
and are not restricted in size and time as may be the case with reports run
against operational systema.

1.5 Howis ong built and used?

As mentioned in the previons section, the structure and design of a data
warehouse is vital to its success. There are various ways in which data can be
stored in a data warchouse, in terms of database style (relational, sequential)
and data format (star, cascade), alt of which are suitable for various purposes.
Again, the key is to structure the warehouse and the data in it so that users can
maximise their knowledge from the data, and so that false structores or
relationships are pot imposed on the data. These concepts are explored and
explained in Appendix 2 {data models).

In terms of how a data warchouse as a whole should be constructed, the
follawing diagram is a broad idea of a typical layvout.
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Existing operational systems provide inputs to the data warghouse. At the
same time, external data sources may be used fo enhance the quality of data or
to provide additional data, e.g. census data.  AlY of the relevant dats should be
copied from these sowmes and loaded fo an intermediate database. At this
stage, the data should be converted for use in the warchouse.

Data conversion is complex and time-conswning, but nless it is performed
properly, the data warehouse will be of litile or no use. Also, data conversion
will be problematic since 3t usually bas t0 be done in a short space of time or
else the data available to decision-makers will be out of date, It is the ons
process most likely to reveal problems with the original source data.

Data conversion actually involves three different steps, specifically data
cleansing and validation, data transformation and loading of the data. Data
cleansing ensures the sccuracy of the data, for example, making common
sense checks on data values such as ages and birthdates. Errant data values
can be corrected or excluded, and correction of the original source data cun be
considered. Data vajidafion may inclede overall checks on daia, e.g. policy
counts, or the use of external daia sources to verify data items produced from
operational systems.
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Once cleansed and validated, data must be transformed for use within the
warehouse. Data from various operational sources will not always have the
sarne idertifying codes, even though they shave the same characteristics. For
example, gender may be coded numerically, e.g. 1 or 2, on one opemtional
systern, but alphabetically, e.g. M or F, on another, In the example of the Star
data model (see Appendix 2), data transformation pemerates s consistent
varishle known as a key for each item of information from each source,
meaning that summari¢s can be created within the warchouse by each key.
This dats key only exists within the data warehouse: it will nsually be
meaningless i the form in which if is stored within the warehouse. Suck data,
along with details on what all other items of data are, where data comes from
and what can be done with it, are keown as Mefadata, The wmanagement of
this data needs to be controlled to ensure that the warchouse operates
cortectly.

Usually data keys will be automatically generated by a dedicated application,
and, due to the importance of key generation, tight specifications and
procedures should be created that ensure the consistency of treatment of data
iterus. The best way to achieve this is fo mvolve users in the conversion
specification process, ensuring that they are heppy with the relationships
implied between data from varions operational sources.

‘This data cleansing, validation and transformation should be performed at an
atomic level, i.e. for each record, a series of keys is created that indicates the
vardous attributes of the record, kmown as dimensions. The data is then
aggregated by dimensions, and loaded into the warchouse. The warehouse
then holds all the inserted data, cleansed, validated and summarised by the pre-
defined keys.

In some orgenisations, the data warehouse s then copied into smaller data
maris, to reflect the fact that some users will only requirs access to a firly
timited amount of data, e.g. input clerks oniy need to access the customer data
mart. Restricting their access only to the data that they require will speed up
query limes. Many data marts$ can co-txist within the warchouse,

I either case, end-users access the warehouse/mart through the vse of OLAP
iools, which are wsually PC-based applications. MIS (Management
Informaton Systems) may also azccess the warehouse, and Data Mining
analysis can be performed on the warehouse data



One key factor in the creation of a data warehouse is the speed with which the
warebouse is refreshed. This is discussed in more detail ip an nmrrance
comtext in section 2.3,

1.6  Herdware and budgets

1t is no surprise that data wapehousing will, in most cases, require substantial
storage capacity and processing power. A fypical dsta warchouse may held
many gigabytes of data, meaning that the warehouse usually exists on either a
mainframe or a mini-computer. If ¢his cannot be achieved with existing
hardware, the ideal solution would be fo obtain the muost advanced hardware
possible. It should be techmically capable of expansion at a later date since, if
the warehouse Ix & success, the volume of data refained in it will increzse over
time. The warehouse hardware should be selected with consideration nat anly
of teehmical issues, but alse of practical factors, such as the location of input
data sources and of users, any resulting strains on network systems that may
pceur, and, of course, cost.

In terms of overall budgets, purchase of hardware for & warehomse will not
usually be the largest item, since storage capacify and processing power ang
now relatively cheap. W. H. Inmon {Information menagement: Charting the
course) suggests that, for a typical organisation, budgets for a data warshouse
will be spiit into one-off (i.e. set-up costs) and recurring costs. Set-up costs
will be split intc 60% on hardware and 400 on software (datsbase
mumagement gystems, access toels, systems mmamagement tools and dats
transformation/cleansing). Recumying costs will be split inte 60% on data
uploading (ffom operational systems), 6% on end-user education and 34% on
warghouse administration/maintenance,

Recurring costs could be expected to grow by around 30% pa., for a
successful and frequeatly used warehouse, whilst hardware, if correctly
selected, may oniy need replacement or enhancement periodically. Howsver,
it should be noted that advances in technology may quickly make warchouse
hardware chsolete, One way to limit losses due to obsolete bardware could be
to lease hardware rather than purchase it, allowing more frequent replacement.

Usually software and mabltenance costs are likely to forma the majority of

expenditure, although this may be offset to some extent by the savings on old
reports that are no longer required. Nevertheless, this re-emphasises the point
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that a data warchouse is 3 medium to long-term commitment, and it will
require significant investment for some time.

1.7  Control issues

Once the warchonse has been completed, an owner department must be
assigned. It schould conirol future developments of the warehouse,
authorisation to use the warchouse, the access that different users are given,
and ensurz that sufficient maintenance is performed.

One of the good features of a warshouse is that it provides a single, consistent
data get for all users, To be of use, this data must correspond to the data on the
source systems. For example, if the management accounts of a subsidiary
company are produced using periodic reports fiom its operational systems
vather than the watehouse, the mformation should be verfied by
cotresponding reports from the warehouse.

If a company actually uses a data warehouse as the source of information for
its financial accounts, then the extract of ihe data from source systerns, and
any changes made to the data, should be covered by any extemal audit.

2. Practice

2.1  The insurance perspective

The insurance industry was one of the first large industries to adopt computer
power in a major way. The need to process large volumes of policies and
claims information, and to provide useful and timely information to managers
led to widespread use of mainframe systems. These systems evolved
piecemeal, limited by the technological constraints at the time, for example,
using only 2 digits for years to save space. Many of these systems are still in
place, basically unchanged from their inception.

The result is that, in many companies, outpris that inflaence managers’
decisiops are using inconsistent data definitions, and rely heavily on IT
support, which typically means that changes to reporis are costly and titne-
consuming, The reports cannot evolve quickly enough to match changes in
the marketplace. At the same time, the need to provide frequent, accurate and
relevant company information has increased, as the insurance muarket has
become more competitive. In particular, in personal lines, the influx of new



insuvers, with state-of-the-art IT systems, has put many well-established
insurers at a competitive disadvantage. They are unable to analyse premium
and claims statistics quickly enough to act against selection or business losses,

Tronicaily, most insurers do hold the information that they need to respond
quickly to external changes: it is the manner in which the data is stored that
mzkes such analysis difficult. Data warchousing may offer 2 means to sclve
this problem, and also to atlow further analysis of customer behaviour, .g.
through use of external data sources, or analysis of effects of pricing strabegies,
that will alfow insurers to maximise sales from existing cistomers.

This is certainly the conclusion that many insurers have already reached.
Known users of data warehousing methods in the UK include Sun Alliance,
Comnhill and GAN. Data warehousing is also in common use by US-based
insurers. One exsmple often quoted is of an unnamed Californian workers’
compensation insurer which wanted to be abie to respond quickly to problems
usinig up-to-date information, as opposed to relying on monthly and quarterly
Teports.

The company wanied 2 system that could be accessed by any computer in the
company and by all grades of staff, from non-actuarial, non-computer literats
execulives to senior business analysts. The system had to be able to give
accurate and frequent information, with the ahility to assess risk overall on a
daily basis. Specifically, the system had to identify probiem accounts, track
individual claims, identify procedural problems and backiogs, monitor trends
in logses with real-time frequency and alert potential problems to executives in
mirities, not months. The company chose a product by Platinum Technology,
called “Forest & Trees”, io access a dam warchovse specifically created for
this purpose. The company states that it has benefited from the introduction of
the warehouse through reduced operating costs, speedier processing of claims
and increased the detection rate of loss control problerns (feading to improved
profitability for poorly performing lines of business).

A case study detailing one insurer’s experience of a data warehousing project
is given in Appendix 1 (warehousing experience).

Data warehousing is far more developed and accepted in the retail industry,

where mary applications of data warchousing are easier to envisage.
Howerver, there could be areas where the insurance industry could learn from
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retailers’ experience, and apply them through the use of data warehouses in
nsurance.

2.2  How to construct a2 business case for an insurer

Before a data warchouse project is embarked upon, it needs to be justified.
There needs to be a demand for the date and the information that analysis of
the data may provide. This demand is usually from the business, due fo
existing information systems oot meeting the needs of users. The demand may
also come fom the IT department, wishing to improve its efficfency in
supplying the business with information,

There may be gains from a successful data warehousing project, but actuaily
putting a value on them before embarking on the project is extremely dificalt.
For example, some possible beaefits might include:

= Consistent, cleaned data

Accurate and consistent data is vital to the assessment and pricing of risks, and
often existing systems in an insarer will not antomatically provide this.
Congtructing 2 data warehouse will provide a centralised, consistent source of
data covering the whole business. Risk premiums can be priced more
correctly, helping to remaove the risk of selection.

o Year 2060

Many insurers are spending a lot of time and effort adjusting existing systems
o be year 2000 compliant, ofien involving wholesale changes to reporting
suites. This is an ideal opportunity to consider miroducing a data warchouse,
{0 provide more accurate and frequent information, although if you haven't
started solving year 2000 by now #t may be too [ate!

s Time and cost of changing IT reporis

Existing weekly or monthly IT reports miay have been created some time ago,
and be diffienlt or costly and time-cousuming to change. For example, a
report producing weekly counts of in-force policies used to analyse the overall
level of risk in the portfolio over ime will need to be changed when extra
rating factors are introduced. In 2 data warchouse enviromment, the only
changes required would be to the application producing keys for cach data
ftem.
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» Fraud detection

Fraudulent claims may be difficult to spot using existing operationsl
databases, since it may not be ¢asy fo link between different systems relating
to different time periods or classes of business. Such queries would be
relatively easy to perform in a well-constructed data warehouse.

s [T savings

Existing management reports may need considerable IT assistance in their
praduction, for example, in creating batch job submissions. In a data
wareliouse environment, there should be minimal invoivement of IT staff in
the production of reports used to support decisions. IT staff will instead
concentrate on warchouse maintenance and uploads.

» Speedier reaction to changes

Similar to the above, decision-makers, once educated in the use of OLAP
tools, will be abie to create ad-hoc queries fo address suddent changes and
propose corrective action, without the need for another level of staff to be
involved. Response times should improve, and the insurer should be able to
react to adverse trends more swiftly, resulting in smoother and higher
underwriting profits.

» Merged systems

Insnrance conglomerates created ag a result of past mergers may have several
different operational systems in existence that ali perform the same task, but in
different ways and using different definitions, making it difficult to achieve an
overall picture. A ugifying data warchouse will make this much easier.

»  Use of external data / Daia Mining

Insurers are increasingly using external dats, such as postcods verification
software, census data by postcode and geographical information systems to
improve their segmentation and analysis of risk. Often this is complicated by
the mesd to combine data from several intemal daia systerns thai have
inconsistent data fields, e.g. claims file, customer address file, policy file.
Creating & data warehouse that holds all this data on a consistent basis will
make using such extemal data easier. Data mining methods will also be easier
to use, since the data will be in a useable format.

Given the fairly nnquantifiable nature of these benefits, any cost-benefit
analysis of such a project is very difficult. In practice, such an analysis rarely
takes place, or one particular benefit is focused upon and used to justify the



project. For example, a 1% improvement in underwriting performance as a
result of better information available to the underwriters may more than cover
the cost of the project. Any additional benefits may be considered as perks of
the warehouse, The costs which need to be taken into account should include
the costs of the hardware and software required, training costs, consultancy
fees and the cost of human resources,

2.3 Practical issues

Once sponsorship for the project has been received, ownership needs to be
assigned. Since the demand for the warchouse usually comes from the
business, the project owner is usually from the business and not the IT
deparimnent.  Actuaries are ideally placed to manage such projects, since they
are heavy-duty users of data, and should be abie o communicate users’
requirements to the IT department effectively.

Any data warehousing project will require input from many depariments. The
responsibilities of these departments need to be clearly defined, and resources
need to be committed to the project.

Before the project received sponsorship, an outline plan of the warchouse and
what it will provide the business with will have been considered. Once
alfocated a budget, 2 detailed plan needs to be put together. One of the first
steps is to clearly defire the data that shoutd be stored in the warchouse. Fach
department that will be a user of the data needs to outline its requirements.
When defining requirements it is usefit] for all users to be familiar with any
inherent coding structures within the operational systems. Issuing a set of
corporate definitions for tenms such as gross premium written, revenue peried,
accident year efc., with which users can specify their requirernent, will help
prevent misinterpretation of the users” needs by the IT department.

The users” requirements will determine a great deal about the warchouse,
inciuding:

o What data is stored in the warchouse (sunumary level or detailed
information)

How much data is stored (how many years® history)

How the warchouse is structured

How regularly the warehouse is updated

How the warehouse is updated

. W X
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2.3.1 What data is stored in the warehouse?

At the most detailed level, the data warehouwse would contain information
relating to every single transaction which has taken place. This may be more
detailed than is required by many users, but would enable more detailed
analysis them if summary data was stored. Using swnmarised data wifl
however speed up the processing times when the data warehonse is accessed.

if data is required at transaction level by some users, but the majority only
require summarised data, it would be possible to have the main (transaction
level) warehouse pass the summarised information into a separate data mart,
which users may access for the less detailed requirements. A good example of
this may be the claims depaytment only requiring clatms information and basic
policy information. They would be unlikely to be interested in rating factor
information.

2.3.2 How the data is structuzed

As discussed in Appendix 2 (data models), there are various types of database
and data models that are suitable in various circumstances. Unfortanately
insurance data is not organised in the way that is suitable for many data model
structures: for example, there is no obvions hierarchical structure to mstrance
data, unlike retailers’ sales data. Many data warehousing products and
solation providers would suggest a Star as the defanlt model structure for a
data warchouse, although this is unlikely to work well with insurance data, as
described in appendix 3 (data model examples). The key is to know in
advance the range of data to be held in the warchouse, the interrelationships
between different items and the sorts of queries that will be asked of the data.
Once you have all this information, it is likely that the choice of data stucture
will be more obvious.

2.3.3 How the warehouse is updated

Users will have different requirements for the frequency with which the data in
the warchouse is refreshed. For example, management accounts will probably
not be required more often than mopthly. Underwriting departments are not
likely to require information to be updated more than monthiy, in order to
monitor the portfolio mix of business, or the performance of accounts.



Adwministration and processing depariments may wish to monitor volumes of
business processed on a weekdy or even daily basis.

There are varions methods by which the data in the warehouse may be
updated. The larger the volumes of data involved, the more important it is to
choose the most efficient way of transferring data from operational systems to
the warehouse.

If the wanehouse were small, it would be possible to perform a complete
download of the information each time the warchouse is updated, overwriting
the existing data in the warehouse. Altematively, it may be more efficient to
append the information. relating to transactions which have taken place since
the last update, onto the existing information in the warehetse.

It is duming the transfer process, when the warchouse is being updated, that the
data is usually checked, cleansed and modified in any way necessary.

2.4  How to ensure that the project succeeds

1. Ensure that the users’ requirements are clearly stated before the project
gets under way.

2. Make sure that the IT department and the business both understand the
aims of the warehouse, and work together towards 4 common goal.

3. Make it as easy as possible for users to use the warchouse. This may
involve using a software package with which the users are already familiar,

4, Tnsure that the structure is flexible enough to adapt o changes.

5. Adopt g “start small, think big” policy, or develop a2 prototype befare
embarking on the main project.

6. Ensure that controls are in place to make sure that the information in the
warehouse is accurate, maintained, and that data wsed as the basis of
reports is protected and cannot be overwritien by users.



3. Conclusion

Actuarial training and guidance state that a lot of time should be spent thinking
about data: in particnlar, getting enough data to calculate premiums and
making sure that this dafa is correct. Actaries were involved initially in
designing the early IT systems, and actuaries, along with other users, are
commonly invelved in the formutation of new IT systems in insurance
companies. The iniroduction of a data warehouse is one way of changing
systems to provide clean, consistent and accurate data company-wide, and so
actnaries af all levels should be aware of the potentiai benefits of this
approach.
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Appendix 1 — Warchowsing Experience (Company 4)

Company A 1is 4 direct personal lines insurer with around %m policies ruoning
back over more than 5 years.

1. History of the project

The company’s warshousing project began in 1995, The business principles
were:

{a} it would be justified on the basis of the improved underwriting
performance resulting from the actuarial analysis made possible by the
warehouse.

(b) To support this business case there would be a pilot programme based on
guotation data: assessments of the benefit would be based on benefits
arising from the pilot.

Quotation data was chosen for the pilot on the basiy that this wag the area least
well covered by existing actuarial reporis. This pilot was developed rapidly
{in the space of 1-2 months) and was delivered in April 1993. It was a hybrid
data model: mostly flat with several minor lockup tables in an Oracle
relational database. For analysis work this was converted 1o a filly flat data
model in SAS. The presence of two copies of the data was inefficient from a
storage point of view, but it was easy to mainfain the Oracle copy because it
wag derived from an Oracle production environment; this was too slow for
analysis work, so the SAS copy was necessary for a useful working
environment.

Although never planned, this pattem of dual copies in Oracle and SAS was o
be cartied throughout the project, for similar operationat reasons.

The pitoi data contained postcode information which, while not sufficient for a
full rating exercise, did suggest that there were enough geographical miting
anamalies for there to be a significant benefit from rezoning of postcodes, for
which full policy data would be required.

The full warehousing project began in September 1995 with a launch
workshop which defined the contents and stmeture of the policy warehouse.
Consujtants from company X, who have warchousing experience, led the
project. However, when specifyving the project, three basic assumptions were
made: (1) Hardware from company X would be used, (2} data would be held
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in an Oracle database, and (3) a2 star data model would be used. The
consultants did not explain that this lest assumption was being made, and
would appear to have made it before having any knowledge of the data
concerned. It turned ont that ail three assnmptions were interdependent and
were all flawed because the star mode] was inappropriate.

The star model for policy data was constructed and tested over a period of
three months and became operational in December 1985, A fall worked
example of policy data derived from a sitilar aperational systern, used in both
siar and cascade models, is shown in Appendix C, in which the problems with
nsing a star mode} for insurance data are shown. In this case, despite some
desperate measures to avoid proliferation of dirnension tables, the model stitl
contained more than twelve dimension tables, all to be joined to the central
fact table, and all the joins were made using artificiaity generated keys, The
consequences of this were:

{a) Actuarial queries using ail available data took some hours to resolve.
{b} Fully loading the warehouse took more than two weeks. Most of this time
was required to generate the artificial keys,

Despite these problems this warchouse remained in nse. However, for
provision of claims data, an altemative model was used, The consultants were
not retained and farther development continued in-house. The new approach
was:

(a) An QOracle copy of production data was created in the warehonse (because
this had the same table structure as the production system, it could be
easily maintained),

{b) This was copied into SAS md converted into 2 cascade model, The
cascade model was used beecause (i) the data contained natural cascades,
(ii) this provided the most efficient storage, and (i) it provided optimum
pesformance when used with a sequential database: a query performance
tens of times quicker than queries on the original production format,

This was delivered in April 1996 and was found to be wholly satisfactory in
terms of performance.

Some time afler this, toward the end of 1996, it becarme increasimgly

impossible to load the policy section of tire warehouse, due primarily to its bad
design, and it was replaced with a model similar to the claims model: an
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Oracle copy of production, copied into a cascade model in SAS. This finaily
proved fo be capable of efficient mamtenance.

2. Conclusions dravm

The project finally delivered 2 uzable and efficient warehouse, but mistakes .
were made: the original policy date mode] was so badly designed that it had to

be scrapped and rebuilt. Much time and effort was lost in the creation and

attempted maintenance of the wrong design. The best contributions to the

project were made by those developers wholly familiar with the business and

the design of the production systent. The contributions of the consultants were

almost entirely negative. The conclusion fiom this is that familiarity with the

data environment is absohutely essential.

The wrong data model was used to begin with: this alone created an
nnmaintanable warehouss, It was not easy to use either. Moreover, this then
dictated the use of a relational daiabase: eventually a sequential database was
used primarily for warehouse query work. The choice of database also
dictated the choice of kardware, although this was also forced by the use of
consultands linked to a bardware vendor.

This choice of hardware was significant, because it was an expensive part of
the project and 2 major investment. Unfortunately, in the time which has
elapsed from the purchase of this machine {more than two years} it has been
substantially surpassed in performance by much cheaper hardware. This now
puts significant limits op the use of the warehouse. ¥ should have been
assumed in the costing of the project that no hardware would kst more thap
two years in service: as a result, only standard, easily available hardware
shouid have been used.

The cost of the project was approximately £4m_ This was divided roughly
half into hardware costs and half into consultancy fees and internal
programmer resource. Software was not a significant cost. The cost of the
project could have been cut to less than £100k if (a) cheaper, more effective
hardware had been used and (b} the consultants had not been employed and
the successful in-house design had been implemented direcily.

The business benefits of the project, though largely urquantifisble, can be

thought of as having been achieved in the sense that all the intended actuarial
work became possible, along with many other projects.
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Appendix 2 - Data models

1. Databases
1.1 Relational datgbases

Before discussing data models, the types of databases must be considered.
There are essentially two types of database: relational and sequential.

Retational databases include most of those used for fransaction processing, e.g.
Oracle, Informix. MS Access has some of the characteristics of a relational
database, but is not truly relational.

Relational databases store data in tables in databases (the storage area may be
compartmentalised into tablespaces). Although the table is treated within the
database as a single entity, it is not stored as one within the database. The
columns in the table, each representing a field such as “car group” or “driver
age” are stored as separate entities with links between them which tie all the
columns together to form a table.

Indexes are a vital feature of relational databases: these take the vafues of a
eolumn and arrange them in a sort order which enables a search algorithm to
find a particular value quickly. For example, one of the simplest index
aigorithms is binary chop:

Take 1,000 records

Armange them in order

Test the 500% entry: above or below the desired value?
Move to the 250° or 750", etc.

It can be seen that with 1000 records, the binary chop will find the specified
record within at most 10 search atternpts: with a million records, no more than
20 attempts will be required. More sophisticated index algorithms are used
which can deliver beiter search performance depending on the distribution of
values within a column.

The presence of an index can enzble a specified value to be found directly
rather than by searching linearly through the colummn. This is particularly
important where two tables are to be joined using a common colomn as the
key.
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The characteristics of relational databases arising from this construction are:

* Where operations are required on one record in a very large database, seek
times can be extrernely fast (this is a vital requirement for 2 transaction
system).

+ Retrieving one field from a table is much quicker than retrieving all the
fields.

»  Adding records or columns afterwards is not difficult.

* Joining two tables together does not slow down a query much compared to
accessing the table alone.

¢ The speed of the join depends on how many fields and records the tables
have, e.g. joining a sinall lookup table onto a big data table will not be
much siower than a query on the data tabie alone.

+ Indexing fields used in a join will dramatically speed up the process, e.g.
minutes rather than hours.

s Becanse the table may consist of many bits and pieces spread out over a
database, there is ne scope for compression.

12  Sequential databases

Seqrential databases are primarily used im archive and warchousing
applications. SAS is the most common sequential database: many bespoke
databases and archives use a sequential form,

In a sequentiai database, the table is a specific entity which is oflen held as an
ordinary file within a file system, similar {o 3 spreadsheet or a document, The
fields are held in record order, i.e.

Recordl Fieldl
Record] Field2
Record] Field3
Record2 Fieldl
Record2 Field2

The simplicity of the storage system means that data recovery time can be very
fast indeed, many times faster than a relational database, provided that all the
fields and records are required. There is no performance gain from selecting
fewer fields or fewer records: the access time is abways the same. Fndexes can
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be used in the same way as for relational databases: in this case they enable
direct access to individual records by providing the same efficient search
algorithim. This can enable fast access where only a few records are required,
but if more than a tenth, say, of the records are required then it may be more
efficient to search the table linearly rather than use the index for random

ACCESS.

Because the table exists as a single physical entity and is normally read in a
linear manner, there are gains to be had from ensuring efficient storage,
Defragmentation of the flesystem car ensure that tables are contiguous and
striping of the filesystern across multiple disks together with read-ahead
caching can also ramp up performance.

One technique which is only available on sequential databases is compression,
At one level this consists of squashing the fields in a record but leaving the
record stracturs intact. If there are many felds per record and many of the
fields contain nulls or zeros this ¢an achieve high compression ratios of 70%
or more. Altemnatively, the operating system can also provide filesystem
compression: by viewing the table as stream of data and using one of the many
stream compression algorithims, the operating system can reduce the amount of
storage space required. This may produce a farther 50% compression on top
of the record compression.

Compression saves disk space, but more importantly can alss improve
performance. By reducing the amount of storage required, compression
reduces the access time at the cost of increased processor usage. If multiple
processors are available to handle the query and data decompression
separately, then compression should substantiaily enhance performance.

Joins between fables are a particular problem for sequentizl databases.
Indexes cam solve the problem, but at the cost of tuming efficient linear access
into time-consursing random access. However, if it can be arranged that all
the tables to be joined share one common join key and are sorted in the order
of that key, then the join can be as efficient as acoessing one large table,

In summary, the characteristics of a sequential database are:
s Performance can be much greater than for an equivalent relational

database, even more so if compression, defragmentation and striping are
used,



» But this is only true for queries which use most or all of the records in the
table.

*  Adding columns will require the table to be rewritten, as well as if records
are added and the table is sorted.

« Table joins roust be constructed with great care.

» [Indexing should not be necessary if the tables have been correctly keyed
and sorted.

s Storage volume may be many times smafler than with 2 relational
database.

It would be wrong to say that either relational or sequential databases are best
for warchousing; but they are very different and must not be viewed as
interchangeable in usage. Almost certainly, for a specific application, one will
heavily outperform the other for opme of the reasons outlined above.
Furthermoze, some datza models will only work properly on one type of
database.

2. Data models

2.1 Relationa] data models

Star (normalised

This is a very common model used only with relational dstabases. A cemiral
table {(known as the fact table) holds gquantitative variables such as volume,
price, value, and lookup tabies (known as dimensions) are joined to the cenfral
table with natural or artificiaf keys.

Loolup Lookup
table table
Key Key
Fact
table

K
Lookap | 1Y | Lookp
table table

Example given in examples appendix,



Benefits:

»

Ogly the fact table has one record for every transaction (the lookup tzbles
have rejatively few records), so if there are few quantitative variables the
data volume is minimised.

If the dimensions can be arranged in 2 hierarchy, then one key can attach
many classification variables, e.g. for a retail operation store > town —»
region — counfry is an appropsiate hierarchy which derives from the store
key.

The model optimises drill-down tools which select levels from a hierarchy,
e.g. select all the stores in the London area: the lookup table can guickly
genmerate the keys to pull the appropriate records cut of the fact table
efficiently. Star models are best used for MIS applications where small
amounts of highly selected data are used.

Probiems:

The model only works efficiently with highly hierarchical data structures.
Retail is a good example, becanse ali the classifications can be grouped
into a few herarchies, e.g. product line, location. MInsmance is a bad
example, because policy classifications are not hierarchical, e.g. age, car
group, postcode, business use. 1f the number of dimension tables is greater
than three or four the fact table will become too large (because there are
100 many keys in if) and the time taken to resolve the joins will be too
long.

If extra classification fields are introduced the model may have fo be
substantially rebuili. If artificially generated keys arc used to join the
dimension tables to the fact table, then the key generating algorithm may
fail if classification variables acquire new values.

Snowflake

The snowflake is an extension of the star, whete the lookup tables have jookup
tabjes. The data needs to be even miore hierarchical, ie. hierarchies within
hierarchies.



Lookup Lookup
takle tuble
Lovkup Logkap Lookup i Lookep
tible tahle table TF uable
Key Key
Fact
able
K
Lookup Tookop | T Lookup Tookup
uble ¢ table tsble table
Laokup Lookup
tabls table

The benefits and problems of the snowflake are similar to the star, but more
exaggerated.

MDDB

The mufti-dimensional database ig a variation of the star with additional
summary tables. Additional dimetsion tables are creatad with the lower levels
of the hierarchy e¢fiminated and supplementary fact tables are produced by
summarising (in most cases adding-up) the main fact iable to provide one
record for each level of the new base of the hierarchy, For example, if the
location hierarchy goes postcode — post secter — post district — post area
{e.g. KT), then a summary table at the post area level would have only 124
vahes,

if the tool used is sufficiently intelligent to select one of the summary tables
when the query permits and only use the full star model when required, then
many queries can be substantially speeded up.

Benefits:

= In a MI application, a user will ofen start at a high level in a hievarchy (a
query which can be resolved quickly using a swmmary tabie) and drll
down to a small subset in a lower level of the hierarchy (a type of query
which benefits from the ability of the star model to pull out sinall subsets



efficiently). The concept of MDDB fits well with this approach to MI
systems and tools.

Problems:

e Summary tables can omly be effectively created if they allow for
permutations from only one or iwo hierarchies. If thete are many
dimensions, it will be necessary to create many sutnmary tables allowing
for ail the likely combinations of one or two dimiensions. The creation of
these summary tables when the main fact table is refreshed will be time-

consuming.

2.2 Sequential data modsls

Flat (denormalised)

The simplest possible data model: all data is amranged in one table. Each
transaction appears as a record with all analysis and classification variables
attached.

Record] Fieldl | Fieid2? | Field3 | Fieldd | Fields
Record2 Fieldl | Field2 | Field3 | Field4 | Fields
Moare records ...

This data medel is only really suitable for sequemtial databases, which can
achieve optimum performance on a linear pasg through one table. Relational
databases can use this model, but tend to be slower because of the resolution
of column Links.

Benefits:

s Simple to create and refresh.

» Can achieve high performance with appropriate storage optimisation in a
sequential database.

o If many fields have small integer values, then compression will be
effective.

e Suitable for applications where many classiltcation variables exist, but are
not hierarchical, and where most queries use most of the reconds. Many
insurance applications fall into this category, especially muitivariate
regression modelling.
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Problems:

+ Can be easily outperformed by the star model in cases where only a small
number of records are normally read.

s If classification variables can be grouped into hierarchies, the star will take
up less storage.

Split flat

This is a variation of the flat model, where the data is split into several tables.
Each table has the same number of comesponding records, but the fields are
divided into separate tables. The tables are used in the same way as with a flat
model, but if queries use only the fields in one sub-table, then performance
will be improved witk a smaller table to read.

Table 1 Table2
Recordl Field] | Field2 Field3 | Fieldd
Record2 Field1 | Field2 Field3 | Fieldd
More recornds ... L

The model requires a smarter tool ot application to detect which combination
of tables is required to pick up the desired fields in the query.

Bensfits:
» As for the flat model, bt performance can be improved if queries can be
regularly satisfied with only one sub-tabie.

Probiems:
« Although the linear join is efficient, the performance when accessing all
tables wit} not be quite as good as with a single table.

Cascade

A cascade model] takes the idea of split flat 2 bit further, so that there are no
longer equal numbers of records in each table, A useful example is that of
insurance claims. In a flat modei there would be one record for every claims
transaction, ¢.g. 2 payment or a reserve change, with all claim details attached.
However, many of these details are fixed throughout the elaim, e.g. the date of
loss or the type of incident, and it is inefficient to keep repeating these in the
data. In a cascade, these would be sepurated into a table with one record per
claim. Both tables would be sorted by a common key e.g. claim number,



which is unique in the smaller {able and thus an efficient linear merge is
created.

A cascade may have many levels: the characteristic of the cascade is that each
step has a one-to-many relationship on 2 common key and that alf tables are
sorted in the order of the keys.

Customer Customers have mage
table than ome policy

Policy
table

Policies have more Driver
than oge driver i table

Exampie given in examples appendix.

Benefits:

« If many fields can be moved into the smaller table (at the top of the
cascade), then there is a significant saving in space. This may also
produce an improvement in performance. There is an overhead from the
joir, but since the join is Hoear it is efficient and may be more than offset
by the reduced data voleme to be read.

+ Natural cascades are often found in transaction processing systems,
especially insurance related ones, e.g. customer data -» policy inception
data —» policy transaction data,

Problems:
= Only worth doing if 2 natural caseade is present in the data.

MDDB

The sequential form of multi-dimensional database is similar to the relational
form. In this case, the summaries are built from a flat mode] instead of a star,
put the objectives are the same: if the tool is sufficiently intelligent, it can
satisfy queries using either the summaries or the entire flat table, whichever is

appropriate.
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Benefits:

» Essentially the same as for the relational model: if a query can be zatisfied
by a summary, then it will run much faster than it would have done over
the whole table.

Problems:
= As before, maintaining the swmmaries requires time and resource, so the
database must be well used to justify it.

3. Conclusion

The overall conclusions from the examination of databases and datz models
are streightforward but surprisingly often ignored:

» There is no data model or database which is always better than any other.

* Bui for a specific application there will probably be one model which
substantially cutperforms all the rest.

» This will depend largely on the nature of the data 2nd the types of query to
be . For example, retail and insurance transactional data require wholly
different models and the sort of drill-down tool a3 CEQ will want to use
will require a different data model from a multivariate regression
application used by an actuary.

= [fthe data model is wrong, the warchouse will be more or less useless.



Appendix 3 - Daia models examples

In these worked examples, two production systems (retail and insurance) wiil
be considered and two data models (star and cascade, running on relational
and sequential datahases respectively) will be considered.

1 Production data

1.1 Retail

The basic unit of data is 2 transaction. This represents the sale of an item in &
shop: it oceurs 2t a particular location, involving one product, and is fixed
forever afier the event. All trangactions are independent of other transactions,

The data collected for the transaction are:

Sale price e cost Gales persenr Manager Personnel division
Stare Tawn County Ragion
Product code  Supplier Praduct category (e.g. grocerias)

L2 Insurance (personai motor)

The basic units of data are periods of policy cover and claims transactions. A
petiod of cover represents cover for one car from one point in time (start date)
to another (end date). A policy may have a mumber of periods of cover, and a
customer may have more than one policy. A period of cover may have more
than one driver. Each claim belongs to one period of cover and may have a
number of frensactions.

Each entity described above has a number of aftributes:

Customer: Customer number Age Marital status
Address Posicode

Palicy: Customer nurnber Policy number Inception date
Quedaiion date Marketing source

Policy cover:  Policy aiurmnber Start date End date
Premium Cover type (e.g. TPFT)
Car group (and other car attributes) Business use indicator
Yoluntary excess No claims bonus

Driver: Policy numher Driver cover start date
Driver cover end date  Age Main driver indicator
Sax Agccident higtory, ete.
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Ciaim: Policy nurmber Claim number Loss date
Nofification date Claim status

Claim transaction: Claim pumbsr  Amount paid  Revised estimate
The refationships between the entities are as follows:

Customers and policies are linked by their custorner number, policies and
policy covers are linked by policy number, drivers are linked to policy cover
by the policy number and the dates of cover, claims are linked to policy cover
by the policy number and whether the loss date fits in the period of cover, and
claims trmnsactions are linked to ciaims by the claim nuensber.

2z Data models

21 Star

2.1.1 Retall

There is one fact table and three dimension tables:

Fact: Sale price #am cost Porson key
Store key Product kay

Person dimension; Person key Sales person  Manager
Personnel division

Store dimension: Slore key Store Town
County Region

Product dimension: Product key  Product code  Supplier

Product category
Person Storg
dimen dimen
Key Key/v
Fact
table
Product Rey
dimen
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The dimension tables are joined to the fact tables by the three respective keys,
which are indexed in each table. The dimension tables only need to be
refreshed if there are new personnel, stores or products, The fact table need
only be refreshed by adding new transactions, since existing ones can never
change. Even if aew keys are introduced, these only affect new transactions.

Natural hierarchies exist in th¢ dimensions: Hach person belongs to one
manager, who helongs to one division. Each store exists in only cne town,
which is in one county, which is in one region. Products come from one
supplier, and only one category, although in this case there is a bifurcation in
the hierarchy because a category has many suppliers, and a supplier may
produce goods for many categories.

Thiz medel is efficient:

s There are only three dimension tables, so there are few joins.

o The fact tahle has few cobumns, so it is a lot smaller than a flat model
wounld have been, for example. -

» The dimensions have few rows: the number of personnel or the number of
stores is tiny compared to the number of transactions.

¢ This probably makes the joins even more efficient because the keys have
few values and the indexes will resolve easily.

2.1.2 Insurance

The insurance data will not actually fit a star in the normal sense, because
there is more than one transaction stream present and so there will be more
than one fact table. It is possible to construct a binary star model with two fact
tables or even more, but a query which spans both fact tables could be very
difficult to resoive. For the sake of simplicity, the drivers and the claims data
will be ignored completely for the moment.

There will be one fact table and thirtgen (sic!) dimension tables:

Fact: Premium Customer age key
Customer merital status key Custorer addrass kay
Inception date key Quetation date key
Markating scurce key Policy starl date key
Policy end date key Cover typa key
Car key Business use ey
Voluntary excess key No claims banus key
Customer age dimension: Custamst age key
Customer age

63



Customer marital status dimension: Customer marital status key
Customer marital status
Cther dimensions ..

Tt should he noted that almost all dimensions consist of 2 key and only one
attribute: this is because the atiribufes are non-hierarchical, e.g. business use
and voluntary excess are unfelated and so cannot appear in the same
dimension. Many of these dimensions are large: the date dimensions have to
contain one record for every possible date.

This model is a complete non-starter, because:

* There are way too many dimensions (and this is a very simplified
example). The joins will take forever to resolve.

« The fact table will be enormous: as big as & flat model table would have
been anyway, with all those keys.

« The dimensions have many rows too, and that will act help the joins
either.

2.2 Casocade
221 Reiail

No natural cascade exists in this transaction data, so effectively this is a flat
maodel.

There is one table, just a list of ransactions with all atiributes attached.

Sate price Hem cost Sales person  Manager Persannet division
Store Town County Region
Product code  Supplier Product category

This madel is viable, but probably not as efficient as the siar because:

e There will now be twelve felds in the transaction table instead of five. In
this example, an efficient sequential database nsing compression could
probably cloze the gap in terms of performance, but in real life the ratio
could be much bigger than this if there were more attributes sitting in the
dimensions.

222 Insurance

There are five cascading tables: customer, policy, policy cover and drivers,
claims and claims transactions.



In order to perform the cascade, each table must have customer number added
{via the relationships described in the data} and the claims transactions st
have the loss date added.

In order to prevent a2 bifiweation of the cascade, the drivers must be
sumumarised into the policy cover data. If the claims data were not required,
the drivers could become the bottom level of the cascade, without
sumnmarisation, but with claims there would be no ¢lear cascade from drivers
10 claims.

Customey: Custarner number Age Marital status
Address Posteode

Puoiizy: Customer number Palicy number ncaption date
Quiotation date Marketing source

Policy cover:  Custormer number Policy number Start date
End date Premium
Cover type {e.g. TRFT) Car group {and other car aiributes)
Busiiess use indicator Voluntary excess  No claims bonus

Nuymber of drivers Main driver age Main driver sex
Clgim: Custerner number Policy number Claim number
Loss date Nolification date  Claim status

Claim transaction: Custoreser number  Palicy numbar Loss date
Clairm number Amaunt paid Revised estimalte

Customer

| é Palicy
I__< Policy
cover
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All tables are soried in this order: by customer number, by policy number, by
policy cover start date or claim loss date (these two are equivalent) and by
claim number.

It is possible to simplify the cascade and save space by replacing the
combination of two or more join keys with a single key possessing the same
sort order. The tables then become:

Customer: Customer number Age Masital status
Address Posicode

Poficy: Cusiomer number Policy key Inception date
Cuotation date Marketing source

Policy cover:  Palicy key Policy cover key  Start dale
End dale Premium

Cover type (a.0. TPFT) Car group {and other car attributes)
Business use indicator Voluntary excess Mo claims bonus
Number of drivers Main driver age Main driver sex

Claim: Policy key Clairn rumbey Claim key
Loss date Nefification date  Claim states
Clgin transaction:  Claim key Amount paid Revised estimate

The space saving becomes greatest at the base of the cascade, if there are many
levels.

This medel is efficient, because:

» All the tables share the same sort order, so the joins ars linear and can be
resolved rapidly in a sequential database without the use of indexes,

» Apart from the join keys, there is no duplication of data in records, e.g,
customer data 1s held once only for each customer. This model is close to
the theoretical minimum space required to hold this information.



Appendix 4 - Tools
1. iniroduction

A data warehouse should provide a controlied, cleansed source of data. For a
date warehousing project to be irmplemented successfully this data needs to be
accessed and tumed into useful mformation. There are many different tools
available from software companies to choose from, alternatively a custom
made application can either be developed in-house or written by outside
consultanits. This appendix briefly describes the different types of tools which
are available in general terms.

2. T'ypes of tools

Almost any product thaf uses data could be used with a data warehouse. Thers
are however several different classes of product that are frequently mentioned
in the context of data warchousing and these are described below. There is
soree overlap in the definitions of these classes and one product may fit into
several categories. Business Intelligence is often used as a general description
of these tools.

2.1 Report and query sysiems

These may aiso be called Decision Support Systems (DSS). These are used to
build ad-hoc quevies and generate reports.

2.2 Executive Information Systems (FIS)

These products have heen around for several years. They are designed to be
very easy to use - typically being “point and elick” - but are not as flexibie as
most of the other tools. Typical featwres would be custom reporting and
graphing, limited what-if analysis and exception repurting.

23  OLAP and multidimensional engines

Multi-dimensional data structures can provide a powerful way to analyse data
stored in a warchouse, Multi-dimensional tocls that access these data
structures are often refermred to as On-Line Analytical Processing (OLAP)
products. Such products are nonmally aimed at pon-technical end-users and
would usuatly allow users to “slice & dice”, “drill down” into data and
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produce reports. Some OLAP products are designed to serve as front-ends to
specific database products and sructures. OLAP technelogy is comparatively
recent and while one of its big selling points has been speed of access to large
databases through the use of the multi-dimensiogal structure, other approaches
can give similar performance.

OLAP is now often used o refer to the concept of warehousing and products
are described as () MOLAP (multi-dimensional QLAP) which uses summary
tables to give quick response {see MDDB in appendix 2), (b) ROLAP
frelational OLAP) which refers to OLAP using relational models such as the
star model, and {c) HOLAP (hybrid OLAP) which combines elements of
MOLAP and ROLAP.

24  Data Mining Toois

Data mining is the latest IT warehousing product and as such has been much
hyped, although some of the products that are now sold as data mining
packages would have previously been sold under another label These
products aim to undock the information within a Jarge body of data by
highlighting possibie relationships between different variables. Such products
go one stage further than traditional decision support systems and EIS fools.
With traditional products the user forms a hypothesis and uses the query tools
to verify or reject the hypothesis. With data mining the systen: researches the
data and determines patterns, classificatiors and associations without being
specificatly guided. There is always a danger that such a tool will come up
with spurious relationships, since it has no intuitive knowledge of likely or
expected relationships. Many data mining appiications quoted are in the retail
secter but ane area often quoted in insurance where data mining has been used
is in fraud detection. Data mining applications are now being marketed for use
in premium rating.

When using data mining software it is particularly trnportant that the data
structures are correctly set up and fields properly defined, Also, because of the
higher level of automation, it is ¢ven more imnportant than usual that the data is
clean and accurate or at jeast that known exceptions are excluded from the
analysis,

Various techniques can be used in data mining and different packages will
provide cifferent ranges of techniques. It is thersfore important to decide
which techniques are likely to be sucoessful with the available data, and then



to ensure that the selected product covers such technigues. Some of the
methods used are very advanced such as fuzzy logic, newral networks and
genetic algorithms, while others such as regression amalysis are more
established. Data mining tools would generally be used by specialist operators
such as statisticians or actuaries, and in the US there are now specialist data
mining engineers, although some packages claim to allow non-specialists to
use them. There seems to be some uncertainty over the precise definition of
data mining. Some literature states very clearly that it is not statistical analysis
even though other sources refer to statistical techniques being used.

3. Userrequirements

To iflustrate the range of possibilities which a data fool must cover, three user
types are examined:

3.1 Chief Executive Officer {CEQ)

The CEQ is not going to have time o learn to use a complex system, so an
easy fo use, point and click, intuitive system is essential. His computer skills
are likely to be limited, so writing program code is not possible and in fact
using the keyboard is probably best avoided altogether. In general he will be
iocking at high level data probably no more detailed than line of business.
There will be certain queries and reports that he wants to see regularly so
custom views and reports that can be sasily set up are useful. Flexibility will
not be a major requirement and complexity is almost certainly not reguired.
He will want to be able to spot problems or trends as soon as possible so
reporting by exception, traffic-lighting and simple trend analysis may be
appropriate. Speed witl be more critical than for any other user: he will expect
immediate responses 1o his requests or he will not bother to use the system.

32  Actuary or Statistician

Whilst ease of use is always belpful an actuary may be more willing to spend
time learning a more complex system if it will be useful in the fuure.
Actaries will have some regular requirements but wiil also have far more
one-off requests, so flexibility iz much more important for an actuarial user
than a CEQ. For unusnal onc-off requests a slower response time may be
acceptabie so long as the more routine queries are fast. Actuaries will look at
many levels of data from total company down to individual policies and
claims. They will be interested in more variables than 2 CEO who will tend to
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concentrate on the key performance indicators. Actuaries may also require
specialised gofiware for reserving, rating efc. It is therefore likely to be
important that data can easily be moved into other sofiware environments.
Actuaries are computer literate and will therefore usually be happy to write
some code themselves.

313 Clek

A cletk will probably be concerped with individual transactions rather than
company level information. Apart from this difference, the clerk’s
requirements may be very similar to the CEQs, The clerk wili be doing
standand queries or reports rather than ad-boc queries and will probably have
limited computer experfise so an easy to learn, easy to use system will be
needed. This may also be important if there is high turmover of such staff.
Speed will again be critical since such employees will be expected to deal with
maty transactions & day.

4. Evaluation of Data Warchousing Tools

Rather than worry too much about whether software is an EIS, DSS, MIS,
OLAP, business intellipence, report and guery, data miring ot statistical
analysis product, a better starting point is to consider what users want or need
to he able to do with the data, Various approaches and packages can then be
evalzated 1o see how they meet the users” needs and at what cost. Tt would be
possible to build a warehouse and then buy or write applications for it.
However it is appropriate to at least copsider the type of tools to be used
hefore the warehouse is built as certain tools perform better with certain data
structures.

A fundamental decision iz how much work will be done in-house, how pruch
by consuitants and how rauch is io be bought off the shelf. The advantages of
using consultants are that they may have done warehousing applications before
and fewer in-house resources will be used. The disadvantages are that they
may not understand insurance, they will certainly not be as familiar with the
company’s systerns and data as interpal staff, and they can be expensive.
When considering consultants check with which companies (both software and
hardware) they are associated. Some consultants are tied so that they zlways
use the same hardware or software regardless of application. This may be
obvious if the consultants are specifically part of a larger group, but many ties
exist between software companies and otherwise independent consultants.
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When selecting tools to use, the areas of expertise already within the company
or that can easily be bought into the company both within the IT area and in
other areas, may be an important factor in the decision. For example, if a
company already uses SAS and has considerable in-house SAS koowledge
thes SAS may be preferred to other options. Conversely there is no point in
using datz mining tools if there are no suitably quatified statisticians to
interpret the results.

A further decision is whether to use one system throughout, use different
products from the same company, or use a variety of different tools from
different companies. There may be corporate IT strategies to cousider, e.g.
rules about which companies will be considered as software suppliers or
consultants. A company may prefer to use a longer established supplier with a
track record rather than a new small specialist data warehousing company even
if the latter has a more state-of-the-art product. It may also be preferable to
use an established product than one which may experience teething troubies.
When looking at a potential suppliet’s expertise it is worth considering not
only whether they have data warchousing experience but also whether they
have experience of doing projects for sitnilar insurance companies, A supplier
with lots of experience in direct mator may not be in the best position to
implement a solution for 2 Lordon Market conppany.

Response fime is often a crucial factor in companies’ data warehousing
decisions. If response times are not adequate the solution is almost eertainly
unacceptable. Response time will usually depend on the volumes of data
being interrogated, how the data is stored, how the data is accessed and what
hardware is being vsed. Some products may give acceptable performance on
stannarised data but not on detailed data. If only a small amount of data is
nsually queried then it may be more efficient to hold this on individual PCs. If
{arge volumes of datz are being queried (as is typically the case in insurance
companies) then it will be necessary to hold the data on a server. A key issue
is where the processing will take place. True client/server tools which do not
rely on processing at the desktop will usually be more efficient.

An important consideration is flexibility. This may mean flexibility within a
product or the flexibility to amend the tool, e.g 1o extend functionality or cope
with a change in the underlying data. In terms of flexibility to amend a
prodact, an off the shelf packnge would score poorly whereas a well-
documented in-house tool would score well. There are many packages which
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allow development of custom made applications and these may be as flexibie
as an in-house tool but this needs to be evaluated carefully. Flexibility in use
is nok always nsefil if it makes & product harder to use or configure.

Fase of use is another critical factor. For a data warehouse to be successful a
wide range of people must be able o use the data. The aim should be to allow
all users to do what they need to casily and quickly. Ease of use is to some
extent a matter of personal teste and will also depend om the computer
background of users and their other expertise. Considerations can include how
long it takes to learn to use the system and how easy it is to use with
familiarity. Ttems to look at are (2) manuals or on-line help, (b) is there a help
desk and how goed is it?

Control of information may be an issme. It might be considered desirable to
limnit the views that end-users can see and limit the creation of new fields.
This will help stop meaningless or incorrect reports being created and help
ensure standardisation within the organisation.

The time that will be needed to implement different solnitions must be
considered. Tt may be better to set up an adequate system quickly rather than
spend years developing the perfect system. A system which takes 5 years to
complete will be obsolete immiediatety.

Cost is almost certain t¢ be an issue. Evaluating the cost of various toois is
not necessarily a simple task. The cost of any software should be
straightforward but extra costs are (a) the cost of any consultancy, {b) the cost
of in-house IT mvolvement {which even when ouiside consultants are
involved can be considerable), (c) the cost of other personnel who need to be
involved (for example, users’ specifying data structures), (d) the costs of
training. Different tools may have different hardware requirements, for
example one tool may require a high-specification PC for every user.

It could be argued that the most advanced all singing ali dancing solation
which can be afforded should be bought; certainly many software compariies
would fake this view. However complexity may not be beneficial,
functionatity which is not used is a waste of money and there will probably be
a trade off between complexity and ease or speed of use. With data mining
and other statistical techniques careful thought must be given to whether the
data quality or volume is appropriste and more generally whether the
techniques are even valid in an insurimce context.



The best way fo evaluate different tools is to see them in operation and if at all
possible use them on real data to see if they cope with the company’s data
structure and volume. All tools can look good: fast and Sexible with sample
databases used fo demonsirate their capabilities. The difficuity is to assess
whether it will be flexible enough to cope with rea] data and fast enough when
handling the volumes of data in the warshouse.

Every company is different, and there is no ideal solution for all companies or
even for all motor insurers. It is important to get the tools that are right for the
precise needs of the company and fit in with the company’s expentise,
philosophy and 1T strategy.
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