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Speakers

Hazel Davis Steven Perkins
Actuary in personal lines pricing with Actuary with data science and general
operational research background insurance experience as well as PhD

in machine learning

Members of Modelling, Analytics and Insight from Data (MAID) working group,
working on applying new techniques to traditional actuarial areas

I
MAID now replaced with data science member interest group iﬁi{% ;“rfé't;atgulty
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Machine Learning Overview




Data Science Overview
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Data Science Benefits to Actuaries

Improved Data Quality

B - A key driver for companies to improve data capture and storage

Blg Datgee
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2 New Data Sources

*Opportunities for actuaries to explore alternative data sources

Speed of Analysis

*Machine learning models can generally be fitted and validated quickly

l New Modelling Techniques

' +Alternative modelling approaches allows different perspectives to be gained on data

New Approaches to Problems
*Wider variety of models quickly - select the best model technique for a given problem

Improved Data Visualisations
*Stunning visualisations of data which can itself provide new perspectives on a task
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Machine Learning

Wikipedia: “Machine learning is a field of computer science that gives
computers the ability to learn without being explicitly programmed. Machine
learning is closely related to (and often overlaps with) computational statistics,
which also focuses on prediction-making through the use of computers.”

Machine
Learning

Unsupervised Reinforcement
Learning Learning Learning | %‘
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Machine Learning

Wikipedia: “Machine learning is a field of computer science that gives
computers the ability to learn without being explicitly programmed. Machine
learning is closely related to (and often overlaps with) computational statistics,
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Supervised Learning

Training Data
* Input Variables
« Target Variable

Goal: Predict the target

variable using the input
variables

Example

« Target Variable in Historical
Data: Policy Fraud Indicator
(Yes/No)

* Input Variables: Age,
Employment Status,
Occupation, Email Address,
Location, IP address, etc.

Goal: Use historical

fraud cases to predict
future fraud cases
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Case Study




What will the death rate be in the UK ‘next year’?

Institute
\ | and Faculty
of Actuaries

26 October 2018 This Photo by Unknown Author is licensed under CC BY-NC-SA 11


http://questier.com/Photos/200607_Scotland/tn/20060716-113559_Scotland_Roslin_Graveyard.jpg.html
https://creativecommons.org/licenses/by-nc-sa/2.0/

Actuarial Control Cycle

External Environment

Define the
Problem

Monitor - Develop a
Results Solution
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Problem Specification

Data Collection

Data Processing and Visualisation

Model Building

Model Validation

Reporting

Monitoring

26 October 2018

Institute
and Faculty
of Actuaries

13



Define the
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* Problem Specification
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Problem Specification

Predict UK 2016 death rate

Supervised learning problem

Trained on past UK death rate data

Using publicly available geographic data

Build a range of models to see which perform best

Engineer new input variables to improve predictions WEs
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» Data Collection
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Data Collection

- Target variable: UK death rate by region 2012-2016 ONS

- Explanatory variables from Census 2011
— Population age profiles
— Population density

— Average wages and working hours

— Pension income This Photo by Unknown

Author is licensed under
CC BY-NC-SA

* No personal data used — GDPR compliant!

# 2011 Census Age Distribution by Area
ageProfile <- fread("Data/Age Distribution.csv", stringsAsFactors = TRUE)
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http://www.flickr.com/photos/bluesquarething/5512923662/
https://creativecommons.org/licenses/by-nc-sa/2.0/

Data Cleaning

+ Scotland & NI figures in different format, so revised scope to England & Wales

- Data checks

— male deaths + female deaths = total deaths etc
— 2014 deaths similar to 2015 deaths etc
— Missing entries

— Formats

# Recalculate Total Population
df$totalPopRecalculate <- dffpopulationMaleThousands + dfipopulationFemaleThousands

# Check for population differences
df$popCheck <- dfftotalPopRecalculate - df$populationAllThousands
summary(as.factor(abs (df$popCheck)))

LA | of Actuaries
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« Data Processing and Visualisation
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Data Processing

- Potential explanatory variables come from different sources
- Join datasets using one or more variables to define the link between the datasets
+ This is one of the higher risk areas of data manipulation

« Particularly problematic when datasets do not have a clear linking key

# Add statistics year and unique key to each table
for (i in 2012:2016) {

# Create year index
eval(parse(text = paste("deathRates”,i,"$vear < ", 1, sep = "")))

# Create unique key
eval (parse(text = paste("uniquekey <- paste(paste(deathRates”,1,"§AreaCodes, sep = \"\"), paste(deathRates”,1,"$vear, sep = \"\"), sep = \"_\")", sep = "")))

df =- df, h AndpP by.x = "uni Key", by.y = "uni Key", all.x = T, all.y = F \ Institute
<— merge(df, hoursAndPay, by.x uniquekey", by.y uniquekey™, all.x , all.y ) : % and Faculty
Q of Actuaries
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Data Processing

- Understanding area keys essential for joining data

- Join and transform files to create one dataset
— By area code and year

— Target variable plus all potential input variables

uniquekey AreaCodes AreaMName.x populationAllThousands populationMaleThousands populationFemaleThousands deathsAll crudeDeathRate Year
EQ&000001_2012  E0G000001 Hartlepool 92.2 44.9 47.4 905 9.8 2012
EOE000001_2013  E0&000001 Hartlepool 92,7 452 47.4 923 10.0 2013
EQ&000001_2014  E0G000001 Hartlepool 92.6 45.2 47.4 972 10.5 2014
EOE000001_2015  EO&000001 Hartlepool 93.0 45.0 47.0 1067 11.5 2015
EO&000001_2016  E0GO00001 Hartlepool 92.8 45.3 47.5 590 10.7 2016
EOE000002_2012  E0G000002 Middlesbrough 1387 63.0 0.7 1384 10.0 2012
EOB000002_2013  E0G000002 Middlesbrough 138.9 68.2 0.7 1335 9.6 2013
|
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Missing Data

Missing Data

Approaches

Remove
Columns

Restrict
Models Used

Mean / Modal
Observation

Highest Risk
Observation

ML Model

Other I~
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Missing Data

Remove Mean / Modal

Columns Observation

Remove
Rows

Highest Risk
Observation

Missing Data

Approaches

ML Model

Restrict

Other =
Models Used 55y,
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Initial Data Visualisations (1 of 4)

Density plot
Crude Death Rate by Area Code Distribution

z
: ‘ Crude Death Rate “ e
+ Death rates — relatively normally distributed 289 | nstitute
i@& and Faculty
220 | of Actuaries

26

26 October 2018



Initial Data Visualisations (2 of 4)

Violin plot
Crude Death Rate by Year

Year

[ 2012
] 2012

2014
2015

] 2018

Crude Death Rate

' ' ' ' '
2012 2013 2014 2015 2016

Source: ONS

- Death rates by year - relatively consistent distribution by year ;@%%
h@»\
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populationAllThousands

crudeDeathRate
Area Hectares

. Fersons per hectare

Hours Mean
Fay Mean

. Mean age

crudeDeathRate .

populationAllThousands

[=]
S

Area_Hectares

Fersons_per_hectare .
Mean_age .

Hours Mean . |

Pay Mean . I“n'B
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Strong correlation between age and
death rate

Weak correlation between hours
worked and death rate

Strong negative correlation between
population density and death rate

Moderate negative correlation
between average pay and death rate
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Initial Data Visualisations (4 of 4)

Crude Death Rate

Population

pepulationAlThousands
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* Model Building

S

Institute
and Faculty
of Actuaries

26 October 2018 30



Linear
Models

Random
Forests

Neural
Networks
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Modelling — Model Types

Random
‘\J/ ‘v ‘ ‘v

Model Interpretability

Decision
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Modelling — Example Model Building Code

modelFmla =- as.formulal"crudeDeathRate ~ ") <« Define relationship between target

variable and predictors

interaction.depth <- 20

n.minobsinnode <- 5 Select hyper-parameters
shrinkage =- 0.02811323

Select starting point for random

set.seed(7643) < numbers used in model fitting
—_— process — vital for reproducibility

gbmModel =- gbm(

modelFmla,

dfTrain,

distribution = "gaussian”,

n.trees = 250,

cv.folds = 4, == Build the actual model

n.cores = 2,

interaction.depth = interaction.depth,
. minobsinnode = n.minobsinnode,
shrinkage = shrinkage

) —_— Save the Model!
saverDSs (gbmModel, "R Models/gbmModell.rds™) v Institute

I.xwx.\ and Faculty
%0 | of Actuaries
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Initial performance is assessed based on root mean squared error (RMSE) of the
holdout data (2016 death rates)

n
1
RMSE = aE(actuali — predicted;)?
i=1

Baseline model: prior year death rate is best estimate prediction for the current year

Model Prior Year Tree s LASSO GBM FEEL
Tree Forest

RMSE 0.451 0.664 0.663 0.778 0.465 0.654
Median Absolute Error 0.300 0.420 0.419 0.511 0.297 0.450
RMSE vs Prior Year Model 0.000 +0.213 +0.212 +0.327 +0.014 +0.203 Institute

and Faculty
of Actuaries
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Modelling — Feature Engineering

Initial Fields
(by Area Code & Year)

» Country » Death Rate Prior Year
 Population « Variance of Death Rate
 Population Density * Coefficient of Variation
« Age Distribution of Death Rate

* Mean & Median Pay
» Mean & Median Hours
» Death Rate (target var) E%

i
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Pre Feature Engineering

Model Prior Year Tree Pruned LASSO GBM R
Tree Forest

RMSE 0.451 0.664 0.663 0.778 0.465 0.654
Median Absolute Error 0.300 0.420 0.419 0.511 0.297 0.450
RMSE vs Prior Year Model 0.000 +0.213 +0.212 +0.327 +0.014 +0.203

Post Feature Engineering

Model Prior Year Tree Pruned LASSO GBM Random
Tree Forest

RMSE 0.451 0.540 0.540 0.426 0.471 0.438
Median Absolute Error 0.300 0.344 0.353 0.277 0.302 0.281

Institute
RMSE vs Prior Year Model 0.000 +0.089 +0.089 -0.025 +0.020 -0.013 anq Locuity
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Model Validation

) (oo (el -4

26 October 2018

Institute
and Faculty
of Actuaries

37



Holdout Data

Double Lift
Chart

Model

Metrics

—

Actuarial
Validations / \

Lift Chart Actual vs
Expected

Institute
and Faculty
of Actuaries

26 October 2018 -



Actual vs Expected

testPredictions
©w

' | . | | Institute
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Double Lift Chart

Double Lift Chat

variable

10-
S —+— testActual
g —=— basicPredictions

—=— testPredictions
g-
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Variable Importance

Variable Importance Plot of Final Model

crudeDeathRatePriorYr -

Mean_age -
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Partial Dependency - crudeDeathRatePriorYr
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Partial Dependency - StandardDeviationHistorical DR

StandardDeviationHistorical DR

testPredictions

H
testPredictions
Partial Dependency - Mean_age

Mean_age

e
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RF vs GLM

testPredictions
[(e]

. . . . | Institute
- 8 D i 12 12 and Faculty
glmPredictions of Actuaries
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Feature

Case-by-Case Review

9.8 < crudeDeathRatePriorYr <= 10.4
42 1 < Mean_age <= 433
Age_90_and_over <= 656

37492 < Pay.75th.percentile <= 38254

10.4 < crudeDeathRatePriorYr <= 11.3
42.1<Mean_age <= 433

27462 < Pay Mean <= 28753

40779 < Pay.80th.percentile <= 44644

104 < crudeDeathRatePriorYr <= 11.3
412 < Mean_age <=42.1

Hours.10th percentile <= 33.0

800 < Age_90_and_over <= 961

11.3 < crudeDeathRatePriorYr
43.3 <Mean_age
Persons_per_hectare <= 12
Age_8_to_0 <= 1752

11.3 < crudeDeathRatePriorYr
421 <Mean_age <= 433
6582 < Age_BO0_to_64 <= 7839
1061 < Age_15 <= 1214

Random Forest Model

Case:1

Prediction: 10.0880206845928

Explanation Fit: 0.062

0.00

Case:3

Prediction: 11.1614159226081

Explanation Fit: 0.105

00

Case:5

Prediction: 10.6357442648578

Explanation Fit: 0.094

00

Case: 7

Prediction: 13.6730211493604

Explanation Fit: 0.384

025

05

05

]
]
]
0.0 05
Case: 9

Prediction: 1181243355159

Explanation Fit: 0.322

0.0

05

0.50

075

20

20

11.3 < crudeDeathRatePriorYr
433 <Mean_age
Pay.90th.percentile <= 49387
Age_0_to_4 <= 4498

9 4 < crudeDeathRatePriorYr <= 9.8
41.2 <Mean_age <=421

99.5 < populationAllThousands <= 118.0
396 < Hours Mean <= 39.9

104 < crudeDeathRatePriorYr <= 11.3
1.2 < Persons_per_hectare <= 2.0
5355 < Age_20_to_24 <= 6251

36.2 < Hours.20th.percentile <= 36.5

9.4 < crudeDeathRatePriorYr <= 9.8
32026 < Pay.Median

6582 < Age_0_to_4 <= 8213

3763 < Age_b_to_7 <= 4620

7.3 < crudeDeathRatePriorYr <= 8.2
33.7 < Persons_per_hectare
Mean_age <= 36.9

37.1 < Hours 40th percentile <= 37 4

Weight

. Supports . Contradicts

Case:2
Prediction: 12.4683946552195
Explanation Fit: 0.349

9995894291539
Explanation Fit: 0.012

00 01 02
Case: 6
Prediction: 11.0095936806093
Explanation Fit: 0.098
00 05
Case: 8

Prediction: 10.1123764300066
Explanation Fit: 0.012

03

|
0.0

Case: 10
Prediction: 7.31712542910147
Explanation Fit: 0.159

02

04
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* Reporting
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Results Communication

* Normal TASs apply
— Data source, checks and controls
— Assumptions
— Model approach and testing

— Results with limitations and uncertainty

» Tailor communications to audience
— Avoid jargon
— High level or detailed results as appropriate / possible 13-4

AN
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GLM Model vs Actual

testActual

Best model: LASSO regression

Compared to basic model:

)
glmPredictions

5.5% reduction in RMSE

GLM Model vs Basic

7.5% reduction in Median Absolute Error

Insight gained into correlations:

basicPredictions
@

For example: high density areas predicted to have
low death rates

k]
glmPredictions
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Death Rates Conclusion

So... is this a good model?
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Death Rates Conclusion

So... is this a good model?

Maybe...
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Death Rates Conclusion

So... is this a good model?

Maybe...

Context 1: Life insurer who is managing exposure to risk and hence relies on
the best possible understanding of UK death rates
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Death Rates Conclusion

So... is this a good model?

Maybe...

Context 1: Life insurer who is managing exposure to risk and hence relies on
the best possible understanding of UK death rates

Context 2: Small life insurer who is considering improving capabilities of their
pricing system to allow machine learning models to be used
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i
Death Rates Conclusion xternal Environmen

Define the
Problem
Monitor Develop a
Maybe e “

Professionalism

So... is this a good model?

Context 1: Life insurer who is managing exposure to risk and hence relies on
the best possible understanding of UK death rates

Context 2: Small life insurer who is considering improving capabilities of their
pricing system to allow machine learning models to be used
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Final Thoughts




ldentifying Projects
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|
= Problem ! Model
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|
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Data Science Risks

* Widening inequality as a result of + Building models which are poorly
automation understood
* Not enough junior staff being trained + Actuarial models built by individuals
+ New staff unfamiliar with ‘the basics’ with little / no actuarial knowledge ‘>
* Increased risk of data breaches — » Using incorrect, inappropriate or
GDPR otherwise flawed data

+ Actuaries reviewing coded models vs

spreadsheet

Models appraised out of context !;%J g‘
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Training:

Awareness of
Project Risks

\ | /
Practical Risk
Management

Version Control

Audit Trall

Independent Peer

Functional Coding
Review

Modular Coding
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Upskilling

* Practise!

» Lots of code and examples online
* ‘Point and click’ software available

* IFOA lifelong learning area

Data science member interest group

Institute
and Faculty
of Actuaries

& Become an actuary
Careers CRM
Events calendar
Callfor speakers

Sponsorship and Exhibition
Opportunities

Event paper archive
Lifelong Learning
CERA and risk management
Career support
IFoA Buddy System
Data Science
Event the actuary as a data

scientist — what, how and
why?

General management and business
skills

Thouaht leadership: actuarial science

KNSy 0

About us Shop

Membership | Find an Actuary | Research and knowiedge | CMi

Studying Leam and develop Upholding standards Getinvolved News and insights

Home Leam and develop L#

Learning

Data science

One day event: the actuary as a data scientist — what, how and why?

Monday 5 November 2018, London

Find out more and register your inferest o attend
The word of data science continues to be both a threat and an opportunity for
actuaries In tradiional and new areas of work. WIth rapk] advancemen's in
technology, we can callect, store and draw insights from data ike never before

Yes, we think that ‘Big Data’ Is going to change the world and we want 10 be.
ready to embrace the opportunities that come along with it

Courses to get you started

These are offered by

R
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Questions

The views expressed in this presentation are those of invited contributors and not necessarily those of the IFOA. The IFoA do not endorse any of the views
stated, nor any claims or representations made in this [publication/presentation] and accept no responsibility or liability to any person for loss or damage suffered
as a consequence of their placing reliance upon any view, claim or representation made in this presentation.

The information and expressions of opinion contained in this publication are not intended to be a comprehensive study, nor to provide actuarial advice or advice
of any nature and should not be treated as a substitute for specific advice concerning individual situations. On no account may any part of this presentation be
reproduced without the written permission of the IFoA.
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