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What is machine learning?

A Machine learning is a data analytics technique spanning a range of algorithms covering computational and statistical
met hods to Al ear rwihou relying ontahyyredefinedrar agdsanted relationships

Main differences from statistics

A Greater emphasis on optimization, performance and prediction over basic inference

A Requires no prior assumptions about the underlying relationships between the variables included in the analysed data
A So less emphasis on data collection, statistical properties of any derived estimators, and the underlying distribution

A Algorithms are often applied to high dimensional datasets.

Main benefits of machine learning

A Algorithms learn and can develop from examples, rather than them being programmed for a specific outcome, given a
particular input

A Supervised learning is where algorithms are trained via data on examples of the correct output for a certaln problem to

establish prediction or classification. @;,5
I N

/:J

Institute
and Faculty
of Actuaries

12 September 2019 4

Public



Machine Learning: the Basic Workflow

Typical machine learning workflow

Data Collection

Data exploration and
preparation

Model selection and
Training

Model Evaluation

Model Improvement

. Data Collection - Gathering the data to be used for training and developing the ML

model. This data contains the correct output for every example provided.

. Data exploration - The quality of any machine learning model is heavily dependent on

the quality of the data it uses. It is important in this phase to clean the data and make
available data features which are likely to beneficial to the model whilst at the same time
eliminating unnecessary or incomplete data.

. Model selection and training - Here a suitable ML algorithm is selected for the

particular problem to be solved. The nature of the problem influences model selection.
Model is trained on a training set of the overall data to establish the form of the model.

. Model evaluation 7 It is important to evaluate the predictive power of a model from its

learning experience using a separate test set of data held back from the original data
set. The model is evaluated on agreed quality measures relevant to the problem.

. Model improvement i In order to develop the model further different strategies can be

employed including selection of different types of model. Additional data may be sought
or may be mined from existing data to make it more accessible to the model e.g.
unstructured text data.
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Chain Ladder Methods remain the Industry Standard, with known limitations:
Reliance on estimates set by claims handlers
Claims are aggregated and assumed to be homogenous
Historical patterns of development assumed appropriate for modelling the future

Results calculated at an aggregate level.

Claims
Handler Aggregation
Estimate

Statistical Aggregate
Methods Ultimate Cost

Facts about

the Claim
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With enough data, could we build a model to address these limitations?
Remove judgements made by claims handlers
Remove assumption that claims are homogenous
Reduce reliance on appropriateness of historical patterns

Calculate results at individual claim level.
Challenge (as always!) is having enough good quality data.
Claims

Handler Aggregation
Estimate

Facts about Statistical

Aggregate
Methods

Ultimate Cost

the Claim

Model to leverage ALL of the historical data _
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Project objective

A Build a model to estimate ultimate cost of
individual RBNS large injury claims

A Make use of all data recorded by claims
handlers

A Test value of qualitative / unstructured /
incomplete data, as well as quantitative data

A As a first step, ignore any time dependency i
l.e. latest data regardless of stage of
development

A Prioritise accuracy over interpretability

A Deliver a model which could be easily updated
and refreshed when new data emerges.

High level process flow
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Policy attributes

i

Final Machine Learning
Model (Training flow)
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Pre-processed
Claims Data

Modelling & Insights
(via R code)

Model estimates of ultimate settlement
(Production flow)
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Model building approach

Define the data and aims
Clarify the data to be used
and the aims of the project at
the outset.

Scoping

Data Cleaning and Transformation
This is where most of the effort
resides. During this step we perform
tasks such as:

A Missing value imputation
A Re-structuring the existing dataset
A Creating new variables based on

Analyse

Data pre-
processing

Model Training and Testing
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Analyse and Refine
Perform subset selection
methods in order to identify
the most statistically
significant variables which
influence the large loss
response.

Reporting

Report and Communicate
Refine the R code into a
script which can re-calibrate
the chosen model for future
learning purposes.

Report on findings

In order to select the best model, amongst all considerations, it

existing variables. is necessary to tune model parameters on a training set using -
cross-validation and subsequently test model accuracy on a ?{@5 Institute
separate randomly sampled test set, according to the relevant ; ‘i and Faculty
error statistic 2 | of Actuaries
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Quote

AData scientists spend 60% of their t
Collecting data sets comes second at 19% of their time meaning data scientists

spend around 80% of their time iIin pre,
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Key tasks

A What pre-processing tasks must we perform before modelling?

Handling of categorical
variables

Days from 1st LL Indicator to HOC -

</>30 days
§ | LL to HOC |
v . f\_g Data type conversion (e.qg. Variable name .. i
Missing value imputation 6Stringsdé to 6éDat es 0 abbreviations %saﬁ Institute
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Pre-processing: overview of key steps

1. Variable Selection: ” ”
redluction of the nitial set | At ] I [ [ T e e e

of ¢.800 variables to the \ J

) Y
most important set of
variables I [ N O N O

2. Pre-processing:

this involves tasks such
as the restructuring of
categorical variables and
missing value imputation

3. Feature Engineering: : : Loss Date | Intimation Time to
This involves using existing Date Report
variables to create more useful (PEVE))
features for the learning process i

an example is shown to the right- AR [P A

hand side. 16/06/2012  22/06/2012 | N
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Variable Selection

A Common feature is missing or incomplete data

A Need to ensure that the algorithm is not adversely affected by missing value

" - Sparsity Analysis
I m p u tatl O n Number of available fields to use at each level of tolerance
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3 =
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Treatment of Missing Values

A Imputation or replacement of missing values is necessary in order to train most

machine learning models effectively

A Variety of methods available i we used straightforward approach

A Missing values prevalence had little predictive impact here

Missing Value Ranking
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Treatment of Categorical Variables

A Machine learning algorithms can only learn from categorical data effectively if
each categorical variable consists of a limited number of levels.

AMost common categories were used and
judgment of data quality

There is no value added in Not suitable 789
separating these levels and Not suitable for Rehab 987
the algorithm should not
interpret the]’se{sYes’»st@rﬁ@r ateod 234
they are the same for
modelling purposes. Ve —
Potential 123 -
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Exploratory Data Analysis

A Exploratory analysis of the effect of different field values on the ultimate
position of each claim

A Provided an understanding of which field values had the greatest influence on
eventual settlement

Dot Plot Dot Plot Dot Plot
PPOLikelhood vs Settiement InjType vs Settiement Rehab vs Settlement
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Text Mining

A One of the project objectives was to investigate the ability to gain insight from unstructured text data

A Based on our analysis methodology, we assigned numerical severity ratings (from -1 to 1) to words which were
sufficiently correlated with the target settlement fee across each claim.
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